Chapter 1: Intro to Vectors

Sarah Helmbrecht

1 Vectors
Definition 1.1. A (column) vector is a list of real numbers arranged in a column. We write vectors with arrows over them,
as in

Ty

T2

=1 .1,

LTn
where x1,Ta,...,x, € R are real numbers called the components of ¥. An n-dimensional vector is a vector with n
components.

Definition 1.2. The set of all n-dimensional vectors is n-dimensional Euclidean space, denoted R™.

Definition 1.3. (Vector addition) For any x1,...,Tn,y1,---,Yn € R, define

Ty Y1 1+
T2 Y2 To + Y2
+ .| = .

Tp Yn Ty + YUn

Definition 1.4. (Scalar multiplication) For any x1,...,x,,c € R, define

I CX1

i) CXo
C = .

Tn CIp,

where the number of components is in context. For example, if 0 € R2, then 0= {8} .

Definition 1.6. Let (v1,03,...,v,) be a list of vectors in R™. A linear combination of (v1,v3,...,v,) is a vector of the
form
€101 + U2 + -+ + CpUp,

for some scalars c1,ca,...,cn € R, which are called the weights or coefficients.

2 Lengths and Dot Products

T Y
T2 Y2

Definition 2.1. Let &,y € R", whereZ=| . |, andy= | . | . The dot product T -y of ¥ and ¥ is given by
Ln Yn

Ty =z1y1 + Tay2 + - + TpYn-



Proposition 2.2. For all 2,7,z € R™ and scalars c,

1. Z-§=19y-Z (commutative).
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3. () - g =c(Z-y).
4. &% >
5. Z-=0 if and only if = 0.

Definition 2.3. The length or norm of a vector & € R™ is given by

18l = VZ 7 = \fa} + a3+ +a2

—

or equivalently, |Z||*> = 7 - .

Proposition 2.4. For all Z,y € R™ and scalars c,

1. ]|Z| > o.

2. ||Z|| = 0 if and only if & = 0.

3. ezl = el - I1Z]].

4o 1E + G117 + 12 = 712 = 2(|12* + [111*) (parallelogram law).

5. 7§ =317 +9* - 17 - g1I*)
Definition 2.5. The distance between two points x,y € R™ is
dist(z,y) = |ly — x|.
This is just the length of the vector from x to y.

Definition 2.6. A vector £ € R™ is a unit vector if |Z| = 1.

i

Definition 2.7. Let & € R™ be a nonzero vector. The unit vector in the direction of x is the vector i

B

-
Definition 2.8. Two vectors &,y € R™ are orthogonal or perpendicular if ¥ - = 0.

Proposition 2.9. (Cosine Formula) The angle 6 between two nonzero vectors T,y € R™ is given by:

8
<y

= cosf.

Theorem 2.10. (Cauchy-Schwarz Inequality) For all Z,§ € R™,

&l
=

2 g1 < 12|71
Proposition 2.11. (Triangle Inequality) For all Z,7 € R™,
<

12+ gl < [1Z]] + [141]-

3 Spans, Linear Dependence, and Linear Independence

Definition 3.1. Let v1,v3,...,vy be a set of vectors in R™. The span of 01,03, ...,Uy, is the set of all linear combinations
of V1,03, ..., Um, and is denoted span{vi,vs,...,vm}.

In symbols: span{vi,vs,...,vm} = {101 + 203 + -+ - + U @ €1,C2, . .., C € R}

Definition 3.2. Suppose 01,03, ...,vn € R™ and consider the equation

Cc1U1 + U3 + -+ - + ¢y = 0.

This equation always has the solution ¢ = co = -+ = ¢, = 0, called the trivial solution.
1. If 101 4+ co3 4+ - - + U, = 0 has only the trivial solution, then {vU1,v3,...,vm} is linearly independent.
2. If c1v1 + 203 4+ -+ + U = 0 has nontrivial solutions, then {v1,03,...,vm} is linearly dependent.
Proposition 3.3. A set {v1,03,...,vm} of vectors in R™ is linearly dependent if and only if one of the vectors is in the

span of the others.



4 Matrices

Definition 4.1. A matrix is a rectangular array of numbers. We say a matrix is m X n, i.e. “m by n” if it has m rows
and n columns. If A is m x n with entries a;;, then we write

a11 a2 -+ Qln
a1 Qg2 -+ Q2n
A pr—
ml1 Am2 Qmn
A matriz is called square if it is n X n.
Definition 4.2. The entries a1, a22,ass, ... are the diagonal entries, which form the main diagonal of the matriz. A

diagonal matrix is a square matrix whose non-diagonal entries are all zeros.

Definition 4.3. The n x n tdentity matrix I, is the diagonal matriz with all diagonal entries equal to 1. I, is special
because 1,0 = U for all U € R™.

Definition 4.4. The m x n zero matrix is the m x n matriz 0 with all zero entries.

Definition 4.5. The transpose of an m x n matriz A is the n x m matriz AT whose rows are the columns of A. In other
words, the ij-th entry of AT is aj;.

Proposition 4.6. A linear combination of n wvectors v1,v3,...,v, € R™ can be expressed as an m X n matric A =
[171 vy - vﬂ multiplying a vector £ € R™:
T
T2
[0 v -+ Up] | .| =0l F a3 4+ Tt
L



